Operational Risk Management in Financial Institutions

The current economic crisis and a great number of individual examples indicates that the cumulative operational risks in the financial industry cause domino effects, which can lead financial institutions to the zone of extreme losses, or even to bankruptcy. Furthermore, operational risks are heterogeneous and very complex and can generate disproportionately high losses, since they interact with other risks (multiplying their effects). In the conditions of the global financial crisis, operational risk becomes a dominant risk. Additionally, the cumulative operational risks can act independently or supplementary as the cause of crisis in the financial system. This has been proved during the last couple of decades both in Serbia and in the broader area of the Central and Southeast Europe. The experience so far has confirmed that current statistical and mathematical methods for measuring VaR have not yielded the expected results, especially from the aspect of valid and precise risk assessment. Internal and external events that initiate operational risks are very specific and unpredictable. That is why VaR has to be adjusted, although it is a standard risk measure in the deposit financial institutions. Accordingly, the paper provides the alternative solutions for the projected risk models in order to calculate the events of low or middle value, i.e., to envisage the probabilities for the external events in order to absorb, or to efficiently manage the risks.
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1. The importance of operational risk

The Basel Committee has recently reported an informal survey that highlights the growing realisations of significance of the risks that are neither market nor credit risks, but operational risks that have become the main cause for some important financial and business problems during the past couple of years. The following case histories are of particular importance (Gilett et al, 2010; Wang & Hsu, 2013): a) January 2008 – SocGen (€4.9 billion loss). A trader, Jérôme Kerviel, was systematically deceiving systems, taking unauthorised positions worth up to €4.9 billion in stock index futures. The bank had enough capital to absorb the loss, but its reputation was seriously shattered; b) February 2002 – Allied Irish Bank ($691 million loss). A trader, John Rusnack hid three years of losing trade on the yen/dollar exchange rate in the USA. The bank’s reputation was damaged. c) June 1996 – Sumitomo ($ 2.6 billion loss). A copper trader piled up unreported losses over three years. Yasuo Hamamaka, known as “Mr. Five Per Cent”, after the proportion of the copper market he controlled, was sentenced to prison for forgery and fraud. The bank’s reputation was seriously shattered; d) September 1995 – Barings ($1.3 billion loss). Nick Leeson, a derivatives trader, piled up unreported losses over two years. Barings went bankrupt, etc.

Many of these spectacular losses can be traced to over ambitious and rogue traders or the cases of internal fraud. These failures include the mix of market and operational risks. The costs of such events can be quite high. They lead to large monetary losses, or even to bankruptcy. In addition to such direct costs, financial institutions often suffer great indirect losses due to reputational damage and lean development strategies. Perry and de Fontnouvelle (2005) found that, when operational loss is reported, market value of shares falls one-for-one with the losses caused by external events. They fall even more in the cases involving internal fraud, because the reason for that is weak internal control that causes further losses.

2. Risk implications

All the abovementioned oversights are symptomatic phenomena in the business environment. Some of them come as the consequence of the exposure to market or credit risks, but they are all, more or less, the consequence of inadequate operational risk management. Commercial banks are usually exposed to credit risk, less to operational and least to market risks. Investment banks, proprietary trading and financial management are mostly exposed to market risk. In contrast, retail brokerage and assets management are mostly exposed to operational risk. Consequently, financial institutions have created a formal structure for assessing and measuring operational risk. In particular, they are trying to define the economic capital (EC), which is needed to cover operational risk. The sums are not small, which reflects the importance of this type of risk. For instance, since 2009, JP Morgan Chase estimated that they needed $8.5 billion to cover operational risk, or 11% of total risk. The estimate of Deutche Bank was $3.5 billion or 17% of their total risk.

3. Operational risk identification

At a first glance, one could say that operational risk has no clear contents and definition in comparison to market or credit risk. A proper definition of operational risk or whether it makes any sense to try to measure it has been topics of long discussions. After much consultation, the Basel Committee formulated the definition that has become a standard in the financial industry and business processes. Operational risk is defined as “the risk of loss resulted from inadequate or failed internal processes, people and systems, or from external events” (Basel Comitie, 2006). It includes the common internal business events, but also the external ones like fraud, security violation, regulatory effects or natural disasters. Furthermore, it includes legal risk, which appears when it is proved that the transaction is legally inapplicable, while it excludes strategic and reputational risks which cannot be easily measured.

British Bankers Association (2008) provides even more detail. Table 1 (British Bankers’ Association Survey, 2008; Bogojević Arsić, 2009) shows how operational risk is classified into four categories: people risk, processes risk, system risk and external risk. Among them we can notice a risk for complex products - model risk, which is due to the use of wrong models for estimating and managing risks. It belongs to internal risks that combine the lack of knowledge (people) with the complexity of products/estimation errors (processes) and possibly programme errors (systems).
The Basel Committee has classified the risk events into seven different categories: 1) Internal fraud (IF): The events designed to defraud, property embezzlement and violating regulations or company policies, including at least one internal party, are categorized as unauthorized activities and internal theft or fraud. 2) External fraud (EF): The events designed to defraud, property embezzlement or violating regulations by a third party are categorized as theft, fraud or violation of security system. 3) Employment practices and work security (EPWS): The acts that are in discord with the employment, health or security regulations are categorized into the relations among the employees, environment preservation, diversity and discrimination. 4) Clients, products and business practices (CPBP): The events due to non-realisation of professional obligations towards clients, or arising from the nature or design of products, including revealing confidential secrets, improper business and market practices, product errors and advisory activities. 5) Damage to physical assets (DPA): the events leading to loss or damage to physical property due to natural disasters and other causes such as terrorism. 6) Business disruption and system failures (BDSF): The events that cause the disruption of business or system errors. 7) Execution, delivery and process management (EDPM): The events due to wrong processes of transaction or process management, stemming from the relations with traders and salesmen are categorized as maintenance and execution of transactions, customer documentation and accounting.

Furthermore, Basel II or The New Basel Capital Accord classifies the losses according to eight business lines: (a) corporate finance, (b) trade and sales, (c) retail banking, (d) commercial banking, (e) payment and settlement, (f) agency services and custody, (g) managing assets and (h) brokerage.

Both classifications have established the standards for defining operational risk events. These risk events are now collected, both internally and externally, according to the matrix of classification (for instance, according to event type or business line). This makes it easier to collect operational losses in the public databases. One of the examples is the Operational Risk data Exchange Association – ORX), which provides a platform for anonymous exchange of data on the operational risk losses, which is collected in ORX Global Loss Database.
4. Operational risk assessment

Being defined, operational loss should be measured, or rather assessed if it is more or less amenable to precise quantification in comparison to market or credit risks. There are various types of approaches and models (Rippel & Teplý, 2012) that can be broadly classified into the top-down or bottom-up models (Cornalba & Guedici, 2004). Top-down model attempts to measure operational risk at the broadest level, that is, using all the data relevant to the financial industry. The results are further used to determine the amount of capital that should be put aside as the shield against that risk. The capital is then allocated to business units. The bottom-up models start with individual business units or process levels, and the results are assembled to determine the risk profile of the financial institution. The main benefit of such models is that they lead towards a better understanding of the causes of operational losses, as in the case of a market, system risk based on the risk value (VaR).

The tools and instruments used for managing operational risks can be classified into several categories: a) Audit control. Such control consists of reviews and audit of the business processes by external auditors. b) Critical self-assessment. Each business unit identifies the nature and degree of operational risk. Such subjective assessments include the expected frequency and loss seriousness, but also a description of how the risk is controlled. The tools used for this type of process are lists, questionnaires and workshops. The results are then collected using the bottom-up approach. c) Key risk indicator. This approach consists of simple measures that provide indication if the risk is changing over time. Such early warning signs can include audit results, the staff turnover, the trade volume, etc. The assumption is that the operational risk is more likely to happen if these indicators increase. Such objective measures enable risk managers to envisage losses by applying regression analysis. d) Causal networks. The networks can be described as the losses that appear from a cascade of different causes. The causes and effects are connected through causal probabilities. Then simulations are initiated on the network where the loss distribution is created. Such bottom-up model can help understand the losses since they focus the risk initiators. Causal networks are best applied to the processes that include complex work flows with many activities. e) Actuarial models. Such models combine the distribution of loss frequency with their severity distribution to get the objective distribution of losses caused by operational risk. They can be either bottom-up or top-down models.

5. Actuarial models: loss distribution approach

Actuarial models assess objective distribution of losses from the historical data and are widely used in banking and insurance industry. Such models combine two types of distribution: The loss frequency and the loss seriousness. The distribution of the loss frequency describes the number of events that caused the loss over a certain period of time, called the Loss Distribution Approach (LDA).

The loss severity can be found in the table of historical data, for example measuring the loss strength \( \gamma \) at time \( k \). These measures can be adapted to the inflation rate and certain measures of current business activity. If we define \( P_k \) as the consumer price index at time \( K \), and \( \gamma_k \) as the measure of business activity such as the number of traders, we can assume that the loss seriousness is proportional to the business volume \( Q \) and to the price level. The proportional loss at time \( t \) can be presented as follows:

\[
x_t = \gamma_t x \left( \frac{P_t}{P_k} \right) x \left( \frac{Q_t}{Q_k} \right)
\]

Loss seriousness distributions have many accompanying elements, representing the possibilities for very large losses. It would be ideal if they could include both internal and external data. Internal data represent the real control environment in a financial institution. However, data are often insufficient or influenced by lame business of the bank that is still operating. Consequently, the data lack the accompanying elements necessary to model serious losses. In order to alleviate this problem, regulators demand the use of external data. These have deficiencies, as well. The scale and control systems of other banks do not always correspond to the bank using the data. The reports about operational losses to the external data base can be incomplete because some banks do not want to reveal their weaknesses completely. However, it is harder to hide greater losses. This makes the data collecting bias. Another deficiency is that databases only record losses above some minimum level, which can be as high as million euros, dollars or some other currency, which creates a bias in tracking distribution frequency and the loss seriousness.
In the further analysis we can calculate the loss frequency distribution by the variable \( n \), which represents the number of loss repetitions over a period of time. The density function is as follows:

\[
p.d.f. \text{ loss frequency} = f(n), \quad n = 0,1,2
\]  

(2)

This can be described with several analytical functions such as binominal, Poisson, negative binominal or geometric, all of which require \( n \) to be a positive integer. If \( x \) (or \( X \)) represents the loss severity when a loss appears, its density can be defined as follows:

\[
p.d.f. \text{ loss strength} = g(x / n = 1), \quad x \geq 0
\]  

(3)

This can be described by the functions such as the lognormal, Weibull, gamma or exponential distribution, all of which need \( X \) to be positive. The most common combination is Poisson and lognormal.

The total loss over a period of time is given by the sum of individual losses over a random number of occurrences:

\[
L_n = \sum_{i=1}^{n} X_i
\]  

(4)

Table 2 shows the simple examples of the two mentioned distributions that should be transformed into one – the total losses over the given period of time.

**Table 2:** The examples of loss frequency and the strength of distributions.

<table>
<thead>
<tr>
<th>Frequency distribution</th>
<th>Severity distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability</td>
<td>Frequency</td>
</tr>
<tr>
<td>0.6</td>
<td>0</td>
</tr>
<tr>
<td>0.3</td>
<td>1</td>
</tr>
<tr>
<td>0.1</td>
<td>2</td>
</tr>
<tr>
<td>Expected:</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Assuming that the frequency and severity of losses are two separate variables, the two distributions can be combined into the distribution of total loss through a process called convolution. For example, convolution can be implemented through tabulation that consists of systematically recording all possible combinations with their associated probabilities, as illustrated in Table 3. Convolution should be implemented in a numerical method, since there are too many combinations of variables for systematic tabulation.

We start the analysis with the obvious case, with no losses, which has the probability 0.6 and then we go through all possible realisations of one loss only. From Table 3 we can see that a loss of € 500 can occur with total probability of \( P(n=1) \times P(x = 500) = 0.3 \times 0.5 = 0.15 \). Similarly, for one-time losses of €5,000 and €50,000 the probabilities are 0.09 i 0.06. Then we go through all the occurrences of the two losses that can result from many different combinations.

**Table 3:** Tabulation of Loss Distribution

<table>
<thead>
<tr>
<th>Number of losses</th>
<th>First loss (€)</th>
<th>Second loss (€)</th>
<th>Total loss (€)</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.600</td>
</tr>
<tr>
<td>1</td>
<td>500</td>
<td>0</td>
<td>500</td>
<td>0.150</td>
</tr>
<tr>
<td>1</td>
<td>5,000</td>
<td>0</td>
<td>5,000</td>
<td>0.090</td>
</tr>
<tr>
<td>1</td>
<td>50,000</td>
<td>0</td>
<td>50,000</td>
<td>0.060</td>
</tr>
<tr>
<td>2</td>
<td>500</td>
<td>500</td>
<td>1,000</td>
<td>0.025</td>
</tr>
<tr>
<td>2</td>
<td>500</td>
<td>5,000</td>
<td>5,500</td>
<td>0.015</td>
</tr>
<tr>
<td>2</td>
<td>500</td>
<td>50,000</td>
<td>55,000</td>
<td>0.010</td>
</tr>
<tr>
<td>2</td>
<td>5,000</td>
<td>500</td>
<td>5,500</td>
<td>0.015</td>
</tr>
<tr>
<td>2</td>
<td>5,000</td>
<td>5,000</td>
<td>10,000</td>
<td>0.009</td>
</tr>
<tr>
<td>2</td>
<td>5,000</td>
<td>50,000</td>
<td>55,000</td>
<td>0.006</td>
</tr>
<tr>
<td>2</td>
<td>50,000</td>
<td>500</td>
<td>50,500</td>
<td>0.010</td>
</tr>
<tr>
<td>2</td>
<td>50,000</td>
<td>5,000</td>
<td>55,000</td>
<td>0.006</td>
</tr>
<tr>
<td>2</td>
<td>50,000</td>
<td>50,000</td>
<td>100,000</td>
<td>0.004</td>
</tr>
</tbody>
</table>
For instance, the loss of €500 can appear twice, with total of €1,000, with a probability $0.1 \times 0.5 \times 0.5 = 0.025$. Or, we can have a loss of €500 and €5,000 for total sum of €5,500, with probability of $0.1 \times 0.5 \times 0.3 = 0.15$. We repeat these steps until we use up all the combinations.

The achieved distribution is presented in Figure 1, and in the lower part of Table 3. As usual in operational risk, losses are recorded as positive values. It is interesting to note that a very simple distribution from Table 2, with only 3 realisations, creates a complex data distribution. Therefore, we can compute the expected loss that is the product of the expected values for the two distributions, or

$$E[L] \times E[X] = 0.5 \times 11,750 = €5,875.$$  

Risk management, however, concerns unexpected losses. So, the risk manager should report the lowest number with the probability greater than 95%. This is €50,000 with the probability of 96.4%. Hence, the unexpected loss is €50,000 - €5,875 = €44,125. If operational VaR must include the expected loss, it is simply €50,000. Basel II determined this to be the default measure, where VaR is 99.9% confidence level over one year.

6. Operational risk management

Just like the VaR, the distribution of operational losses can be used to assess expected losses by the amount of capital needed to support the financial risk as well. Figure 2 (Crouhy, Galai & Mark, 2010), shows the important characteristics of distribution of losses due to operational risk. The expected loss (EL) represents the size of operational losses that are expected to occur. This is usually dominated by high frequency, but low strength events. Such losses are usually absorbed as running costs and are managed through internal control. Such losses are rarely revealed.
Figure 2: Distribution of operational losses

The unexpected loss (UL) represents a deviation between a quantile loss on a certain security level and the expected loss. These are typically low frequency and high severity events. Such losses are mostly alleviated by capital reserves or transferred to an external insurance company, if possible. Loss distribution approach can be easily modified if we take into account the risk-alleviating effect of insurance. The stress loss (SL) is an extremely severe loss that represents the loss exceeding the unexpected loss. By definition, such losses are quite rare, but devastating for the financial institutions. Therefore, the Barings bankruptcy can be largely attributed to operational risk. This type of loss cannot be easily compensated through capital allocation, as it would require too much engaged capital. Ideally, it should be transferred to an insurance company. Owing to their severity, such losses are revealed publicly.

7. alleviating operational risk

The approach so far has considered operational risk as part of business and something that should be measured. This information is very useful because it highlights the extent of operational risk losses. Having that information, financial institutions can decide whether it is worth spending funds on alleviating operational risk. Say that a bank is considering whether to install a direct process system that would automatically record trades in direct contact with the clients and send them to be processed. It would probably consider it worth, because such system eliminates manual interventions and potential human errors, thus decreasing losses due to operational risk. So, the bank should purchase the system if its cost does not exceed its operational risk benefit.

Generally, operational risk reduction can occur in terms of the frequency of losses and/or severity of losses when they happen. For instance, let’s consider plain-vanilla swap transactions (Madura, 2010) with five-year interest. This simple financial instrument makes a large number of money flows; each of them has error potential. At the beginning, the purchase has to be booked and confirmed with the other party. Furthermore, profits and losses ($\pi$ and L) should be estimated so that they could be attributed to a certain trading unit. With biannual payments, the swap will generate 10 cash flows together with 10 interest rate adjustments and payment computations. These payments have to be counted with absolute accuracy, i.e., to the last cent. The errors may vary from the minor ones, like paying a day late, to the major ones, such as the failure of traders to protect themselves against false assessments. However, swap will create some market risks, which may need to be transferred. The position should be transferred to the market risk management system that will monitor the entire system position and risk of the trader and the institution as a whole.

Operational risk can be reduced in many different ways, through internal and external control (Brewer, 1997). The methods of internal control include: a) Separation of functions. People responsible for committing transactions should not deal in ratification and accounting functions. b) Dual entries. The inputs from two different sources should correspond – trade ticket and back-office confirmation. c) Synchronisations. The results (outputs) from different sources should correspond: for instance, the trader’s profit estimate and the computation in the middle office. d) Tickler systems. Important dates for transactions (e.g., balancing and the effect dates) should be entered into a calendar system that automatically sends messages before the due date. e) Control of amendments. Each amendment of the original dealer card must undergo the same strict
control as the original trade card. The methods of external control include: a) Confirmation: Dealer card must be confirmed with the other party, which provides unbiased control over the transaction. b) Verification of prices. In order to verify positions, the prices should be received from external sources. This means that the institutions should have the ability to internally value transactions before entering it. c) Authorisation. The other contractual party should be provided with a list of personnel authorised to trade, as well as a list of allowed transactions. d) Balancing. The payment process itself can show if some transaction conditions have been incorrectly recorded, e.g., if the first payment does not correspond across all the parties. e) Internal and external audits. These examinations provide useful information on potential weak areas in the organisational structure or the business process.

8. Model risk

Model risk can be defined as the risk of loss due to inadequate price establishing or the inadequate pricing or risk measurement models. In a way, all the models are wrong. They are merely the abstractions of reality as Derman (2006) explained: “Even the best model is only a model of a phenomenon, not the real thing. A model is just a toy, often a very good one and it that case it is called a theory”. Therefore, models are just approximations, or understanding of the conditions which make such approximations create unacceptable results. Figure 3 presents a taxonomy of the model risk sources. Firstly, the input data can be wrong, since they rely on the financial time series and other market data. The prices could be observed with error or could even be less important. Or optional inputs as the implicit business instability can be biased. Secondly, the model parameters can be inaccurately estimated. Risk models require descriptions of the statistical distribution of risk factors. These parameters are never precisely estimated. As a result, output values like VaR measures must contain some error. They can be reported on confidence bands, although this rarely happens. These bands should decrease with longer data series and shorter reliability levels for VaR. However, in some cases it is not possible to use longer series due to insufficient data or structural changes. Thirdly, the choice of a risk model can be incorrect. For example, for the options with fixed income, simple Black-Sholes model can be inappropriate. Alternatively, the mapping process includes the simplifications, which can prove wrong in certain cases. An example is a bank that mapped senior tranches of collateral debt obligations (CDO) supported by subprime loans on corporate yields graded AAA. This was done mostly for practical reasons, because of the absence of data on CDO yields. As a result, the bank thought that that these securities were risk-free and bought them in large quantities, only to realise billion-dollar losses later. Another example is the practice of mapping corporate securities and loan swaps on the same loan to the same input curve. Thus the basic risk was ignored, which caused some serious losses in 121 banks during 2008-2009. Fourthly, a model can be implemented inadequately. This can happen due to programme errors, to the selection of wrong parameters, etc. Model risk is difficult to identify and even more difficult to measure. That is all we can expect. Otherwise, errors would have been corrected in the first place. Risk managers rely on the ad hoc method in order to protect themselves against the model risk. Above all, they have to be aware of comparative strengths and weaknesses of different models. In other words, both intuition and experience are necessary.

Figure 3: Model risk
Furthermore, they constantly need to estimate whether the key model assumptions are still valid. Then, a model should be tested against simple problems for which we already know the answers. Fifthly, the users should test the models by changing the input values to see if this substantially influences the output values. Besides, risk models should be also tested against actual data. This provides us guidance towards which part of the model can be improved.

For senior managers, the advice for decreasing operational risk is to be aware of the fact that the markets of new products and services can cause problems in model risk. These are the situations where risk models have not been fully developed because of time limitations or the lack of data. Besides, traders may deliberately damage the systems for monitoring risks to make their portfolio look more profitable and less risky. This is why the independence of functions is at the very heart of an effective risk management. Still, the measurement of operational risk is encumbered by conceptual problems. Namely, unlike market or credit risk, operational risk is of more internal character to the financial institutions. They unwillingly admit the mistakes they make while collecting data on operational losses, which creates new challenges for the risk managers. As we have seen, the internal data can be complemented by external data, but they can cause problems, too.

Extreme operational losses which can threaten the stability of a financial institution are relatively rare. That is why the number of observations is very small. Due to that problem, it is very difficult to reach the robust value for operational risk with a high rate of reliability. Furthermore, testing by the historical data is not as useful as the validation method. As for the market risk, VaR is usually measured on a daily bases and compared to daily profit and loss, which creates many observations for testing the risk model. On the contrary, the period is longer for operational risk, which creates fewer data for testing.
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Conclusions

Measurement and monitoring of operational risk is different from other types of financial risks. The reason is the heterogenic quality of a range of factors causing operational risk which includes all the internal and external causes a halt of business. Due to the manner of their appearance and the moral hazard or negative selection related to the events from this range of factors, the probability to envisage them successfully is very low. Consequently, it is not possible to envisage the intensity of the financial impact they can cause.

Some types of operational risks can be measured (internal and external fraud or the “crash” of information systems). Other risk types (oversights in decision-making procedures, moral-hazard behaviour of the owners or managers in allocating assets, insatiable appetite for high profits and bonuses on one hand, and observing regulations on the other) are difficult to measure owing to their specific characteristics, insufficient data about these events and the fact they are inseparably integrated with other events from the group of phenomena that are typically called the negative selection. In order to manage, measure and identify operational risk it is of utmost importance that the current BIS definition of operational risk should be rephrased. IT risks are very complex, heterogeneous and volatile, so they objectively do not belong to this group. As such, they should be exempted and treated in a special way. After the IT risks have been exempted, the definition should be supplemented with the key factors that have influenced each of the operationally risky events, such as moral hazards and negative selection, since the uncontrolled development of operational risks has caused the appearance and spreading of the world financial crisis.
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